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Introduction

The Computation Science and Engineering (CSE)
community is facing a significant set of challenges
on many fronts with respect to the development and
manipulation of CSE software. The primary goal of
this short paper is only to identify, categorize and
give name to these various challenges to help frame
the possible solutions and research directions.

SE Challenges in CSE

This overall problem is composed out of the
aggregation of a number of challenges in different
areas which include:

• The challenge of expanding complexity in
CSE algorithms: CSE algorithms are
becoming more complex with greater varieties
of algorithms being produced by different
organizations and a large amount of this
technology must be integrated together for the
greatest effect.

• The challenge of expanding complexity in
CSE/HPC computer architectures:
Exascale architectures will be less reliable and
require more specialized algorithmic and
programming techniques.

• The challenge of CSE developer software
knowledge and skills: There is a deep and
fundamental deficit of basic software knowledge
and skills in the CSE community that hinders
even basic research. This applies at every level
from hands-on developers to decision makers at
the highest level and in between.

• The challenge of programming languages
and supporting tools for CSE: The current
generation of programming languages,
supporting tools, and approaches do not well
support the current CSE community and will
not adequately address the growing complexity
in algorithms & architectures.

• The challenge of CSE software quality,
verification and testing: The current CSE
community is not creating codes with sufficient

verification and validation foundations to
provide credible results (and this challenge can
only be addressed if the other challenges are
also adequately addressed).

• The challenge of CSE software life-cycle
and integration models: The current CSE
community lacks sufficient knowledge, skills,
and discipline in software engineering life-cycle
and software integration processes to address
the growing complexity in multi-institution
algorithms and architectures work.

• The challenge of CSE software project
management: Most CSE projects are
organized by sponsors that don’t understand
the realities of high-risk technically challenging
software development which leads to incorrect
perceptions of success and failure that damages
every aspect of the CSE community.

In the end, all of the efforts in CSE are ultimately
directed towards the goal of creating a new
generation of CSE codes that will be able to more
accurately predict the behavior of more complex
phenomena at finer fidelity with greater accuracy
and credibility. More complex algorithms of a
greater variety are constantly being developed in
order to overcome some existing bottleneck in
performance or capability. The best work in
algorithms and architectures must all be integrated
together into single CSE codes in order to be able to
meet the full potential of CSE in creating predictive
CSE tools. These capabilities will be critical in
order to produce credible results that can then be
used to make critical decisions in climate, energy,
and the many other areas that will critically impact
coming generations. Any one single organization
can not afford to hire the expertise to create and
maintain software for the leading methods in all of
these areas and therefore multi-institution
collaboration and reuse will be necessary.

Background and related work

Some work has been done to study the software
engineering (SE) issues in CSE and to characterize
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the SE challenges. One set of authors warned of a
coming crisis in computational science [10] and that
computational science demands a new
paradigm [11]. These and some related papers were
based on a number of case studies of projects in the
CSE community [5, 4, 3]. These papers defined and
described three types of challenges faced by CSE a)
the performance challenge (producing
high-performance, computers), b) the programming
challenge (programming for complex computers),
and c) the prediction challenge (developing truly
predictive complex application codes). The main
focus of these papers was on the prediction
challenge where the authors argued for better
methods and more effort and discipline in basic
verification and validation (V&V) and to some
lesser extent argued that software engineering
practices in CSE projects needed to be improved to
meet the prediction challenge. However, one can
argue that without addressing the other challenges
listed above, the CSE community will never be able
to adequately address the prediction challenge.

Other work has also been done to characterize the
makeup of the current CSE community [5, 4, 3, 8].
These papers describe the large “communication
gap” that exists between the CSE and SE
communities [6]. Many of these papers also
characterize a large productivity problem and an
expertise gap [6]. This is consistent with with the
challenges listed above. Also, a number of
workshops have have been organized bringing
together individuals from the SE and CSE
communities, for example [2].

Summary and Research Opportunities

The CSE community needs to recognize and address
the various SE related challenges facing the CSE
community outlined in this short paper.
Recognition of these challanges can then help to
organize and prioritize research into possible
solutions. The most general approaches should
likely be to carefully apply modern Lean/Agile SE
technical and management methods to CSE projects
([9, 7, 12, 1]. Core Agile practices include
continuous integration (CI), test-driven development
(TDD), (continuous) design improvement, collective
code ownership, and coding standards.
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